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In this lecture, it will be convenient to allow the graphs to have loops (even
multiple loops at a single vertex) and parallel edges. For an edge e of G such
that e is not a loop, by GG/e we mean the graph obtained by contracting the
edge e, i.e., deleting it and identifying its ends to a single vertex. Note that in
this way, new parallel edges may be created, and the edges of G parallel to e
are turned into loops incident with the vertex resulting from the contraction.

1 Chromatic polynomial

How many proper colorings using k colors does a graph G have (let us denote
this number by 7¢(k))? This is of course hard to determine, but we can give
a simple recursive formula (whose evaluation would take exponential time).

e If G has no edges, then we can color its vertices independently, and
thus mq(k) = kIV©I,

e Otherwise, consider any edge e of G.

— If e is a loop, then G has no proper coloring, and thus 7 (k) = 0.

— Otherwise, note that every proper coloring of GG is also a proper
coloring of G —e. On the other hand, a proper coloring of G —e is
not proper in G if and only if both ends of e have the same color
¢; but such a coloring naturally corresponds to a proper coloring
of G /e where the vertex arising from the contraction has color c.
Consequently,

(k) = mg_e(k) — mase (k).

Note that the terms on the right-hand side refer to graphs with fewer than
|E(G)| edges, and thus we can evaluate the formula by recursively expanding
them until we end with one of the basic cases.



Note that for a fixed graph G, the basic case mg(k) = kIV(@l is a poly-
nomial of degree |V(G)| in the variable k, and in the general case, we are
summing two terms coming from the recursion. Hence, by induction we easily
see that the following claim holds.

Observation 1. For any graph G, wg(k) is a polynomial in k of degree at
most |V (G)].

Furthermore, the polynomial 7g is uniquely determined, even though
the formula we used to compute it does not prescribe the exact choice of
the considered edge (and thus we can compute it in many different ways).
Indeed, a polynomial of degree d is uniquely determined by its values in d
points, and the values mg(1), ..., m¢(|V(G)|) are the numbers of colorings
of Gby 1,2, ..., |V(G)] colors in order, and thus they only depend on G.
We say that 7 is the chromatic polynomial of G.

Exercise 2. Show that 7k, (k) = k(k —1)---(k —n+ 1) and that for any
tree T with n vertices, mr(k) = k(k — 1)L

The study of the chromatic polynomial is motivated by the idea that it
enables us to use algebra and analysis to argue about graph coloring. More-
over, we can ask a number of questions. To what extent does the chromatic
polynomial capture the properties of the graph G (are there any other graph
parameters determined by ps? Do the coefficients of pg or the values of pg
in points other than positive integers have any meaning?

We can also ask whether there any other natural polynomials associated
with graphs. This turns out to be the case; let us give two examples.

2 Flow polynomial

Let G be an arbitrary orientation of an undirected graph G. For a finite
Abelian group A, an A-flow in G is a function f : F(G) — A satisfying the
flow conservation condition, i.e., for every v € V(G) we have

Yo o= Y flo)

e=(uw)eE(G e=(vu)eE(G
Let us remark that the choice of the orientation of G is not important (re-
versing the orientation of an edge e can be compensated by replacing the
flow f(e) on e by —f(e)).
Of particular interest are the nowhere-zero flows, i.e., the flows satisfying

—

f(e) # 0 for every e € E(G). It can be seen that if G is a plane connected
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graph, then the number of k-colorings of GG is equal to k times the number
of nowhere-zero Z;-flows in the dual G* of G. Hence, nowhere-zero flows are
a dual concept to graph colorings.

Moreover, we can determine the number Cg(A) of nowhere-zero A-flows
in G by a formula similar to the one used in the definition of the chromatic
polynomial.

e If G has no edges, there is only one (trivial) nowhere-zero A-flow;

Cq(A) = 1.
e Otherwise, consider an edge e € E(G).

— If e is a loop, then we can set the flow on e arbitrarily (different
from 0), without affecting the flow conservation. Hence, Cg(A) =
(IA] = 1)Ca—c(A).

— Otherwise, a nowhere-zero A-flow in G/e can be uniquely turned
into an A-flow in G by setting the value on e so that the flow
conservation condition holds at both ends of e (it can be easily
seen that if it holds at one end, it will also automatically hold at
the other end). The resulting flow is not necessarily nowhere-zero,
as the value on e can be 0; however, if that is the case, then the
flow also corresponds to a nowhere-zero A-flow in G —e. Therefore,
we have

Ca(A) = Cgre(A) — Co—e(A).

Note that the only dependence of C¢(A) on the group A comes from the case
where G contains a loop, and in this case only the size of A appears in the
formula. Hence, defining Cg (k) = Ce(Zy), the following claim holds.

Observation 3. For any graph G, Cg(k) is a polynomial in k of degree
at most |E(G)|. Moreover, for any finite Abelian group A, the number of
nowhere-zero A-flows in G is Cg(]A]).

We call C¢ the flow polynomial of G.

3 Reliability polynomial

For a connected graph G and p € [0, 1], let Rg(p) be the probability that if
we delete each edge independently at random with probability p, then the
graph remains connected. E.g. in case G is a computer network and p gives a
probability that one of the connections is broken, Rg(p) gives the probability
that any two computers can still communicate. We can compute Rg(p) as
follows:



e If G has no edges, then it has only one vertex (since we assume G is
connected), and thus Rg(p) = 1.

e Otherwise, let e be an edge of G.

— If e is a loop, then deleting it does not affect the connectivity of
the graph, and thus Rg(p) = Ra—e(p).
— If e is a bridge, then deleting it would disconnect the graph. More-

over, observe that if h is an edge of a graph H, then H is connected
if and only if H/e is connected. Hence, R;(p) = (1 — p)Ra/e(p).

— Otherwise, both deleting e and keeping it (which is equivalent to
contracting it as we observed in the previous point) may result in
G being connected; hence, we have

Ra(p) = pRa—c(p) + (1 = p)Raye(p).

Again, the inductive argument shows that Rg(p) is a polynomial in p of
degree at most |E(G)|. We say that Rq is the reliability polynomial of G.

4 Tutte polynomial

Motivated by the examples we have seen so far, one can try to find the
most general polynomial that can be defined in terms of edge deletions and
contractions. It turns out any such polynomial can be expressed in terms of
Tutte polynomial in two variables.

For a graph G and a set A C E(G), let us define x(G) to be the number
of components of G and kg(A) to be the number of components of the graph
with vertex set V(G) and edge set A. Note that

r(A) = min(k(G), [V(G)| = |A)),

and let rg(A) = kg(A) — k(G) and cg(A) = ka(A) +|A| — |V (G)|. The Tutte
polynomial Tg(z,y) of a graph G is defined by

To(z,y) = Y (x—1)eW(y 1)
ACV(G)

Note that if G has no edges, then Tg(z,y) = 1. Otherwise, we can compute
T (x,y) by a deletion-contraction recurrence.



Lemma 4. If e is an edge of a graph G, then

2Tge(z,y) if e is a bridge
To(a,y) = { yToo(, ) if e is a loop
Ta-e(z,y) +Tge(x,y)  otherwise.

Proof. Suppose first e is a bridge and A C E(G)\{e}. Contracting e does not
affect the number of components while adding it to a subgraph of G decreases

the number of components, and thus 7¢(A) —1 = rg(AU{e}) = rg/.(A) and
ca(AU{e}) = ca(A) = cgje(A). Hence,

To(z,y) = Y (z—1)eW(y—1)c
ACV(G)

_ _1veA,, _ 1yea(d) _1yra(AU{el) 1, 1yea(AULe})
(x — 1) ¢ (y —1) + (z — 1) (y—1)
ACV(G)\{e}

- ¥ ((x —q)rare@ti(y _ 1)eare@) (g - 1)ree@(y - 1)6c/e(A)>
ACV(G/e)

—r Y (o= oy — 1) = o a,y).
ACV(G—e)

Suppose next e is a loop and A C E(G) \ {e}. Deleting e does not affect
the number of components, and thus rg(A) = rg(A U {e}) = rg_.(A) and
ca(AU{e}) — 1 =cg(A) = cg-e(A). Hence,

Ta(wy) = Y (v —=1)WD(y - 1)
ACV(G)

= ¥ <(x _1)re(y — )% 4 (g 1yreAel 1>CG(AU{6}))
ACV(G)\fe}

= Z ((x _ 1)TG—€(A)(y _ 1)CG—e(A) + (.’L' _ 1)TG—E(A)(y _ 1)CG—e(A)+1)
ACV(G—e)

=y Y (-1 Wy 1) =Ty (z,y).

ACV(G—e)

Finally, suppose that e is neither a loop nor a bridge and A C E(G) \
{e}. Then r¢(A) = ra—e(A), ra(AU{e}) = rg/e(A), ca(A) = ca—e(A) and



ca(AU{e}) = cg/e(A). Hence,

Tg(x,y) = Z (ZL’ _ 1)TG(A)(y _ 1)CG(A)

ACV(G)

= ¥ <(x _1)re(y — )5 4 (g yreAel 1>cG<Au{e}))
ACV(G)\{e}

- <(x _ 1)7‘G—e(A) (y — 1>CG—6(A) + (z — 1)7“6'/6(14) (y — 1)CG/E(A)>
ACV(G)\{e}

= TG—e(xy y) + TG/@(Ia y)
]

Note that Ty is unique, as we have defined it just from the properties of
the graph G, independently of the formulas from Lemma 4. On the other
hand, from the recursive formula we can e.g. see that the coefficients of
Tutte polynomial are nonnegative, something which is not easily seen from
the definition. It is natural to ask whether the coefficients have some combi-
natorial meaning, and this turns out to be the case—they count the number
of spanning forests of G with certain properties (the prescribed number of
internally and externally active edges).

5 The universal polynomial

Comparing the recursive formula for Tutte polynomial with the ones for say
the chromatic polynomial or the reliability polynomial, it may seem that it is
not general enough to express them—the basic case of Tutte polynomial is in-
dependent of the number of vertices, and the deletion-contraction recurrence
has fixed coefficients. However, this is easy to fix. Let us define

Ug(n,b,l,d,c) = nH(G)dIE(G)HH(G)*\V(G)\C\V(G)\*H(G)TG(b/Q 1/d).
Lemma 5. For any graph G,
e If G has no edges, then Ug = n!V(@I,
e Otherwise, let e be an edge of G.

— If e is a bridge, then Ug = b - Ugye.
— Ifeis aloop, then Ug =1-Ugqg_..
— Otherwise, Ug = d - Ug—e +c- Ug/e.



Proof. If G has no edges, then T = 1, and thus Ug = n®& = plV(&I,
Otherwise, consider an edge e of G.
If e is a bridge, then

Ug(n,b,l,d,c) = nf'f(G)dIE(G)I+H(G)—IV(G)\CIV(G)\—H(G)TG(b/67 1/d)
= n'f(G/e)dIE(G/e)IJrH(G/e)—IV(G/e)\CIV(G/e)Hl—F»(G/e)(b/C)TG/e(b/C’ 1/d)
=b-Uge(n,b,1l,d,c).

If e is a loop, then

Ug(n,b,1,d,c) = nH(G)dIE(G)IJrH(G)—IV(G)\CIV(G)\—H(G)TG(b/Q 1/d)

= nH(G—e)d\E(G—e)I+1+n(G—e)—IV(G—e)IC\V(G—e)\—F»(G—e)(l/d)TG_e(b/q 1/d)
=1-Ug_e(n,b,l,d,c).

Otherwise,

Ues(n,b,1, d, ) = =@ JE@HRO-V @I V@R, (b /e, 1/d)

= RO JIE@HREO) V@ VON=RE) (T, (b/e,1]d) + Tase(b/e,1/d)
= RGO JIEG=e)lHtr(Ge) =V (Gl V(G=e)l=r(G=e) . (b/c. 1/d)

+ nN(G/e)d|E(G/€)|+H(G/6)—|V(G/€)|C|V(G/€)|+1—H(G/€)TG/6(b/c, 1/d)
=d-Ug—e(n,b,l,d,c) +c-Uge(n,bl,d,c).
]

In particular, Ug is a polynomial in five variables n, b, [, d, and ¢. Com-
paring the formula from Lemma 5 with the definitions, we have

o mo(k) =Ug(k,k—1,0,1,—1) = k(= 1)VDI=RO T, (1~ K, 0); we are
using an extra observation that for a bridge e, the number of k-colorings
of G is equal to k — 1 times the number of k-colorings of G/e.

o co(k) = Ug(1,0,k — 1,—1,1) = (=1)BEOHND=VEIT,(0,1 — k); we
are using an extra observation that the flow on any bridge is 0, and
thus if G has a bridge, then it has no nowhere-zero flows.

e For a connected graph G, Rg(p) = Ug(1,1—p, 1, p, 1—p) = p/PE@HFI=IV@I(1
p)V O T6(1,1/p).

6 Properties of Tutte polynomial

Tutte polynomial is multiplicative in the following sense.
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Lemma 6. If G; and Gy intersect in at most one vertex, then Tg,ua, =
T, 1q,-

Proof. Note that loops and bridges of G2 correspond exactly to loops and
bridges of G; U G belonging to E(G5). Using Lemma 4, we can then prove
the formula by induction on |E(Gs)|. E.g., if e € E(G2) is neither a loop nor
a bridge, then

Te,uG, = T(GuGs)—e T T(G1uGs) e = TG U(Ga—e) T TG1U(Ga/e)
=Te\Tay—c +Te\Tarre = To, Tay—e + Tayye) = Tay T, -

]

Hence, Tutte polynomial of a graph is equal to the product of Tutte
polynomials of its 2-connected blocks (and in particular two graphs with the
same blocks have the same Tutte polynomial).

The values of Tutte’s polynomial in some points have natural combina-
torial interpretation:

o T(2,2) = 2/E@) since (2—1)7¢M)(2—-1)¢A) = 1 for every A C V(G).

e T;(2,1) = number of acyclic subgraphs of G, since (2 — 1)7¢(4)(1 —
1)¢) = 0 unless cg(A) = 0, in which case it is equal to 1; and
cq(A) = 0iff kg(A) = |[V(G)|—|A|, i.e., iff A is the edge set of a forest.

e If G is connected, then T(1,2) = number of connected subgraphs
of G, since we count the sets A C E(G) such that rq¢(A) = 0, ie.,
ka(A) = k(G) = 1.

e If G is connected, then T (1, 1) = number of spanning trees of G, since
we count the sets A C E(G) such that r¢(A) = cq(A) = 0.

Exercise 7. Show that T¢(2,0) = the number of acyclic orientations of G
and T¢(0,2) = the number of strongly connected orientations of G.

As Tutte polynomial allows evaluating the chromatic polynomial and thus
determining the number of 3-colorings, computing Tutte polynomial is hard
even for planar graphs. In fact, even determining the value of Tg(x,y)
for most values x and y is hard, with the following exceptions: In poly-
nomial time, one can compute Tg(x,1/(x — 1) + 1) for any = # 1, T¢(1,1),
Te(—1,-1), T5(0,—1), and T (—1,0). Moreover, if G is planar, it is possible
to compute in polynomial time Tg(z,2/(x — 1) 4+ 1) for any x # 1.

Finally, let us mention the duality for Tutte polynomial. For a connected
plane graph G, deleting a non-bridge edge in G results in contracting the
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corresponding edge in the dual G*, contracting a non-loop edge results in
deleting the corresponding edge in the dual, and bridges in G correspond
to loops in G* and vice versa. Hence, induction using Lemma 4 gives the
following claim.

Lemma 8. If G is a connected plane graph, then Tg(x,y) = Tg-(y, ).

Exercise 9. Prove that if G is a connected plane graph, then mg(k) =
kCg(k). Observe that for a plane 3-regular graph H, we have Cy(Zy*) = the
number of 3-edge-colorings of H, and use this to argue that the following
claim is equivalent to the Four Color Theorem: Fvery 2-edge-connected 3-
reqular planar graph is 3-edge-colorable.



