
NTIN 100 Intro to Info Transmission and Processing summer 2019/2020

3nd homework assignment - Error correcting codes

turn in by May 5, 2020.

Problem 1. Let n be a positive integer. Consider the following code: each message
is a matrix M from GF [2]n×n. The codeword of M consists of M together with
parities of each row, each column, and the parity of the parities, i.e., a codeword is
from GF [2](n+1)×(n+1). How many errors can this code correct? How do you correct
the errors?

Problem 2. Let G1 and G2 be generating matrices of codes with parameters
[n1, k, d1]q and [n2, k, d2]q. Find the parameters of the codes generated by the fol-
lowing matrices.

a) (
G1 0
0 G2

)
b) (

G1 G2

)
c)

G1 ⊗G2 =


a1,1G2 a1,2G2 · · · a1,n1G2

a2,1G2 a2,2G2 · · · a2,n1
G2

· · · · · · · · · · · ·
ak,1G2 ak,2G2 · · · ak,n1

G2

 .

Here

G1 =


a1,1 a1,2 · · · a1,n1

a2,1 a2,2 · · · a2,n1

· · · · · · · · · · · ·
ak,1 ak,2 · · · ak,n1


and ai,jG2 is the matrix G2 with every entry multiplied by ai,j .

Problem 3. In Reed-Solomon code we interpret each message m = m1m2 · · ·mk ∈
GF [q] as the coefficients of a polynomial pm(x), and the codeword corresponding to
m is (pm(α1), . . . , pm(αn)). Consider a different code, where to each m we assign a
polynomial p′m(x) of degree at most k − 1 such that p′m(αi) = mi, pro i = 1, . . . , k,
and (p′m(α1), p′m(α2), . . . , p′m(αn)) will be the codeword of m. Show that this code is
again Reed-Solomon code. Find the generating matrix of this code.

Problem 4. Consider a code over the alphabet {-1,1}. For two vectors u, v ∈
{−1, 1}n, what is the relationship between the Hamming distance of u and v and
the inner product 〈u, v〉 = Σni=1ui · vi? Show, that if v1, v2, . . . , vk ∈ Rn and 0 < α
are such that 〈vi, vi〉 = 1 a 〈vi, vj〉 ≤ −α for all i 6= j, then k ≤ 1 + 1

α . Conclude
that a binary code with the relative minimum distance δ = 1

2 + ε has at most 1
2ε + 1

codewords. (Hint: Take a look at 〈z, z〉, where z =
∑k
i=1 vi.)
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Problem 5. Let p be a prime. Using uniqueness of prime factorization of each
integer show, that for each m ∈ {1, . . . , p− 1}, the function fm(x) = m · xmod p is a
bijection from {1, . . . , p− 1} to {1, . . . , p− 1} (it is one-to-one and onto). Conclude
that {0, . . . , p− 1} with counting mod p is a field, in particular, show that there are
inverses for multiplication.
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