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## Proposition 1.2

Let $\mathbb{F}$ be a field, and let $C$ be a subspace of $\mathbb{F}^{n}$. Then $\left(C^{\perp}\right)^{\perp}=C$.
Proof. Lecture Notes.
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$$

- But $\mathbf{h}_{i}$ is simply the integer $i$ written in binary code!
- So, if $\mathbf{w}$ was obtained from a codeword in $C$ by introducing exactly one error, then the coordinate of that error is the integer whose binary representation is given by the vector $\mathbf{w} H$.
- What about error correction for the Hamming code $C$ that we just constructed?
- Suppose $\mathbf{w} \in \mathbb{F}_{2}^{n}$ differs in exactly one coordinate from some codeword in $C$, that is, that $\mathbf{w}$ can be obtained from a codeword in $C$ by introducing one error (i.e. by changing exactly one 1 into 0 , or vice versa, in some codeword of $C$ ).
- Then there exist some $\mathbf{x} \in C$ and $i \in\{1, \ldots, n\}$ such that $\mathbf{w}=\mathbf{x}+\mathbf{e}_{i}^{n}$, and so

$$
\mathbf{w} H=\left(\mathbf{x}+\mathbf{e}_{i}^{n}\right) H=\underbrace{\mathbf{x} H}_{=\mathbf{0}}+\underbrace{\mathbf{e}_{i}^{n} H}_{=\mathbf{h}_{i}}=\mathbf{h}_{i} .
$$

- But $\mathbf{h}_{i}$ is simply the integer $i$ written in binary code!
- So, if $\mathbf{w}$ was obtained from a codeword in $C$ by introducing exactly one error, then the coordinate of that error is the integer whose binary representation is given by the vector $\mathbf{w} H$.
- We can correct the error by altering the entry (from 1 to 0 , or vice versa) in that one coordinate of $\mathbf{w}$.

