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Abstract

The number of homomorphisms from a finite graph $F$ to the complete graph $K_n$ is the evaluation of the chromatic polynomial of $F$ at $n$. Suitably scaled, this is the Tutte polynomial evaluation $T(F; 1-n, 0)$ and an invariant of the cycle matroid of $F$. De la Harpe and Jaeger [9] asked more generally when is it the case that a graph parameter obtained from counting homomorphisms from $F$ to a fixed graph $G$ depends only on the cycle matroid of $F$. They showed that this is true when $G$ has a generically transitive automorphism group (examples include Cayley graphs on an abelian group, and Kneser graphs).

Using tools from multilinear algebra, we prove the converse statement, thus characterizing finite graphs $G$ for which counting homomorphisms to $G$ yields a matroid invariant. We also extend this result to finite weighted graphs $G$ (where to count homomorphisms from $F$ to $G$ includes such problems as counting nowhere-zero flows of $F$ and evaluating the partition function of an interaction model on $F$).
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1 Introduction

1.1 Graph invariants and matroid invariants

A graph $F$ in this paper will be finite and may have multiple edges and loops, i.e., by a graph we mean a finite multigraph. The set of vertices of $F$ is denoted
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by $V(F)$ and the set of edges by $E(F)$. (Parallel edges appear with multiplicity.)

The cycle matroid of a graph $F$ is the matroid whose circuits are the edge sets of circuits in $F$. A loop of $F$ is a circuit of size 1, and two parallel edges form a circuit of size 2. A bridge in $F$ is a coloop in its cycle matroid. A matroid that is the cycle matroid of some graph is a graphic matroid. A standard reference for matroid theory is [13].

A graph invariant is a function defined on graphs with the property that it takes the same value on isomorphic graphs. A graph invariant taking values in a field such as $\mathbb{R}$ is also called a graph parameter. A graph invariant taking values in a polynomial ring is a graph polynomial, important examples being the chromatic polynomial and the Tutte polynomial (for which see for example [2, 4]). A matroid invariant is a function defined on matroids with the property that it takes the same value on isomorphic matroids.

Matroids were introduced by Whitney in 1935 as an abstraction of the notion of independence in linear algebra and graph theory (a subset of edges of a graph being independent if it contains no cycle). Matroid theory permits the transfer of notions defined for one type of combinatorial structure to another seemingly unrelated one. There is therefore great interest in an invariant defined for a particular combinatorial structure (such as a graph) to which there is associated a matroid (the cycle matroid of a graph), as the invariant might be extended to a larger class of matroids.

A graph invariant whose value on a graph $F$ depends only on the underlying cycle matroid of $F$ will be called a cycle matroid invariant. A cycle matroid invariant is the restriction of a matroid invariant to graphic matroids, and for this reason de la Harpe and Jaeger [9] use the term matroid invariant for what we call a cycle matroid invariant. The reason for our terminological difference is explained in Section 4 below.

The Tutte polynomial of a graph $F$ is a cycle matroid invariant and the chromatic polynomial of $F$ scaled by a factor dependent only on the number of connected components of $F$ is also a cycle matroid invariant (for example trees of the same size share the same chromatic polynomial). The Tutte polynomial of $F$ may be defined in terms of the rank and size of subgraphs of $F$, which are terms defined for any matroid, and this definition can be used to define the Tutte polynomial as a matroid invariant, whose restriction to graphic matroids is the Tutte polynomial for graphs. This is one reason why the Tutte polynomial has played such a central role in combinatorics: matroids encompass a great diversity of combinatorial structures and the richly developed theory of graphs has illuminated through the lens of the Tutte polynomial such areas as knot theory and statistical physics (see for example [15]).

In this paper we characterize a set of cycle matroid invariants defined by counting graph homomorphisms, a set that includes the chromatic polynomial and the Tutte polynomial. In contrast to the chromatic polynomial and the Tutte polynomial, however, the extension of these cycle matroid invariants to matroid invariants is not known in general, although for some of them there are naturally defined extensions to matroids with additional structure (such as oriented matroids). We briefly discuss this question further in Section 4.
### 1.2 Graph homomorphisms and the question of de la Harpe and Jaeger

For $n \in \mathbb{N}$, a field $F$ of characteristic zero, a vector $a \in (F^n)^n$ and a symmetric matrix $B \in F^{n \times n}$, we let $G(a, B)$ denote the vertex- and edge-weighted graph with vertex set $\{1, 2, \ldots, n\}$ in which vertex $i$ has weight $a_i$ and edge $ij$ has weight $B_{ij}$. When $B$ has nonnegative integer entries and $a_i = 1$ for each $i$, the weighted graph $G(a, B)$ can be viewed as a multigraph that has adjacency matrix $B$, the entry $B_{ij}$ giving the multiplicity of the edge $ij$.

The graph parameter defined by

$$F \mapsto \hom(F, G(a, B)) = \sum_{\phi: V(F) \rightarrow [n]} \prod_{v \in V(F)} a_{\phi(v)} \cdot \prod_{uv \in E(F)} B_{\phi(u), \phi(v)}, \quad (1)$$

where edges $uv \in E(F)$ are taken with multiplicity in the product, includes many important graph invariants, such as the chromatic polynomial evaluated at $n$, the flow polynomial at $n$ and evaluations of the Tutte polynomial (see Example 1.1 below), the independence polynomial, and the partition functions of other interaction models in statistical physics. See for example the survey [5] and the recent book by Lovász [12] for the parameter $\hom(\cdot, G(a, B))$ and [1] for partition functions of interaction models.

If $a_i = 1$ for each $i$ and $B$ with entries $B_{ij} \in \{0, 1\}$ is the adjacency matrix of a graph $G$, then $\hom(F, G(a, B))$ is equal to the number of homomorphisms from $F$ to $G$. The definition of $\hom(\cdot, G(a, B))$ given in (1) generalizes homomorphism counting between graphs to a weighted target graph.

The number of connected components of a graph $F$ is denoted by $c(F)$ and its rank by $r(F)$ (equal to $|V(F)| - c(F)$). For $A \subseteq E(F)$, the rank of the subgraph $(V(F), A)$ is denoted by $r(A)$.

**Example 1.1.** Let $G = G(1, (y - 1)I + J)$, where $1$ is the $n \times 1$ vector with each entry equal to 1, $I$ is the $n \times n$ identity matrix and $J = 11^T$. Then (see for example [9])

$$\hom(F, G) = n^{c(F)}(y - 1)^{r(F)}T\left(F; \frac{y - 1 + n}{y - 1}, y\right),$$

where $T(F; x, y)$ is the Tutte polynomial of $F$, defined by

$$T(F; x, y) = \sum_{A \subseteq E(F)} (x - 1)^{r(F) - r(A)}(y - 1)^{|A| - r(A)}.$$

In particular, when $y = 0$ we have $G = K_n$ and

$$\hom(F, K_n) = (-1)^{r(F)}n^{c(F)}T(F; 1 - n, 0) = \chi(F; n)$$

is the chromatic polynomial of $F$ evaluated at $n$, counting the number of proper $n$-colourings of $F$. When $y = 1 - n$, where now $G$ is the complete graph with a loop of weight $1 - n$ on each vertex,

$$\hom(F, G) = (-1)^{r(F)}n^{|V(F)|}T(F; 0, 1 - n) = (-1)^{|E(F)|}n^{|V(F)|}\phi(F; n),$$

is the chromatic polynomial of $F$. When $y = 1 - n$, where now $G$ is the complete graph with a loop of weight $1 - n$ on each vertex,
where \( \phi(F; n) \) is the flow polynomial of \( F \) evaluated at \( n \), counting the number of nowhere-zero \( \mathbb{Z}_n \)-flows of \( F \).

The Tutte polynomial of a graph \( F \) is an invariant of the cycle matroid of \( F \).

Example 1.1 motivates the following question, posed by de la Harpe and Jaeger in [9]: for which (unweighted) graphs \( G \) is the graph invariant

\[
h(\cdot, G) : F \mapsto \frac{\text{hom}(F, G)}{|V(G)|^{|E(F)|}}
\]
dependent only on the cycle matroid of \( F \)?

In [9] it is shown that if \( G \) has a generously transitive automorphism group then \( h(\cdot, G) \) is a cycle matroid invariant. (The automorphism group \( \Gamma \) of a graph \( G \) is generously transitive if for each \( u, v \in V(G) \) there exists \( \gamma \in \Gamma \) such that \( \gamma(u) = v \) and \( \gamma(v) = u \). If a group action is generously transitive then it is also transitive.) We extend their result here to edge-weighted graphs \( G \) and moreover show that the sufficient condition is also necessary, thus answering their question.

**Theorem 1.2.** Let \( G = G(1, B) \) be an edge-weighted graph. Then the graph invariant \( h(\cdot, G) \) is a cycle matroid invariant if and only if \( G \) has a generously transitive automorphism group.

To prove Theorem 1.2 we shall use graph algebras, as introduced by Freedman, Lovász and Schrijver [7].

## 2 Graph algebras

Let \( \mathcal{G}_k \) denote the set of \( k \)-labelled graphs, i.e., elements of \( \mathcal{G}_k \) are graphs in which \( k \) distinct vertices are labelled with the integers \( 1, \ldots, k \). For a given \( k \)-labelled graph it will be convenient to identify the set \( [k] := \{1, \ldots, k\} \) with the subset of \( k \) vertices that receive a label. Any graph invariant can be extended to \( k \)-labelled graphs by forgetting the labels.

We make \( \mathcal{G}_k \) into a semigroup by defining for \( G_1, G_2 \in \mathcal{G}_k \) the product \( G_1 \cdot G_2 \) to be the \( k \)-labelled graph obtained from the disjoint union of \( G_1 \) and \( G_2 \) by identifying vertices that have the same label. (This operation applied to simple graphs may produce multiple edges; we recall that graphs for us are allowed to have multiple edges and loops.) Given a field \( \mathbb{F} \) of characteristic zero, let \( \mathbb{F}\mathcal{G}_k \) be the semigroup algebra of \( (\mathcal{G}_k, \cdot) \), whose elements are finite formal \( \mathbb{F} \)-linear combinations of \( k \)-labelled graphs. See for example [11] for more on the semigroup algebra \( \mathbb{F}\mathcal{G}_k \).

For a graph parameter \( f : \mathcal{G}_0 \to \mathbb{F} \) and \( k \in \mathbb{N} \) we define

\[
\mathcal{I}(f)_k := \{ \gamma \in \mathbb{F}\mathcal{G}_k \mid f(\gamma \cdot F) = 0 \text{ for all } F \in \mathcal{G}_k \},
\]

where the labels of \( \gamma \cdot F \) are forgotten in evaluating \( f(\gamma \cdot F) \). The set \( \mathcal{I}(f)_k \) is an ideal in \( \mathbb{F}\mathcal{G}_k \).
Now we fix a weighted graph \( G(a, B) \) on \( n \) vertices, where \( a \in (\mathbb{F})^n \) and \( B \) is a symmetric matrix in \( \mathbb{F}^{n \times n} \). Let \( V := \mathbb{F}^n \) and let \( e_1, \ldots, e_n \) be the standard basis for \( V \). For \( k \in \mathbb{N} \), let \( p_{a, B} : \mathbb{F} G_k \rightarrow V^\otimes k \) be the linear map defined for \( F \in G_k \) by

\[
F \mapsto \sum_{\phi: V(F) \rightarrow [n]} \left( \prod_{v \in V(F) \setminus [k]} a_{\phi(v)} \cdot \prod_{uv \in E(F)} B_{\phi(u),\phi(v)} \right) e_{\phi(1)} \otimes \cdots \otimes e_{\phi(k)}.
\]

For \( k = 0 \) the map \( p_{a, B} \) is the graph parameter \( \text{hom}(\cdot, G(a, B)) \). If \( \sum_{i=1}^n a_i \neq 0 \), the graph parameter \( h(\cdot, G) \) can be generalized to weighted graphs by

\[
h(F, G(a, B)) := \frac{\text{hom}(F, G(a, B))}{[\sum_{i=1}^n a_i]^{\mathbb{F}(F)}}.
\]

The automorphism group \( \Gamma(a, B) \) of \( G(a, B) \) is the subgroup of permutations of the vertex set of \( G(a, B) \) that preserve all vertex and edge weights of \( G(a, B) \). The group \( \Gamma(a, B) \) acts naturally on \( V^\otimes k \) for any \( k \in \mathbb{N} \). One way to realize this action is to consider the basis vectors \( e_i \) as the vertices of the graph \( G(a, B) \), for which \( \gamma \in \Gamma(a, B) \) sends \( e_{i_1} \otimes \cdots \otimes e_{i_k} \) to \( \gamma(e_{i_1}) \otimes \cdots \otimes \gamma(e_{i_k}) \). Here we use the fact that the tensors \( e_{i_1} \otimes \cdots \otimes e_{i_k} \) form a basis for \( V^\otimes k \).

A weighted graph \( G(a, B) \) is twin-free if no two rows of \( B \) are equal. To prove our main result, we will need a characterization of the image of \( p_{a, B} \) for twin-free graphs in terms of the tensors invariant under \( \Gamma(a, B) \), building on and generalizing a result of Lovász [10, Theorem 2.2] (see also [12]) and a result of the second author [14, Theorem 6.15].

**Theorem 2.1.** Suppose that \( G(a, B) \) is twin-free. Then \( (\ker p_{a, B}) \cap \mathbb{F} G_k = \mathcal{I}(p_{a, B})_k \) and \( p_{a, B}(\mathbb{F} G_k) = (V^\otimes k)^{\Gamma(a, B)} \), the space of tensors that are invariant under the action of \( \Gamma(a, B) \).

**Proof.** We start with the second statement. Let us denote the image of \( \mathbb{F} G_k \) under \( p_{a, B} \) by \( A''_k \) and the space of \( \Gamma \)-invariant tensors in \( V^\otimes k \) by \( A''_k \Gamma \), where \( \Gamma := \Gamma(a, B) \).

It is easy to see that \( A''_k \subseteq A''_k \Gamma \). To show the reverse inclusion we use an idea from [14] that allows us to reduce the argument to that given in the proof of Lovász’s result [10]. Fix \( k \in \mathbb{N} \). For \( \phi : [k] \rightarrow [n] \) we define \( e_\phi := e_{\phi(1)} \otimes \cdots \otimes e_{\phi(k)} \) and for \( \phi, \psi : [k] \rightarrow [n] \) we define \( e_\phi \ast e_\psi := e_\phi \delta_{\phi, \psi} \) and extending this bilinearly to \( V^\otimes k \). (Here \( \delta \) is the Kronecker delta.) This makes \( V^\otimes k \) into an algebra. Both \( A''_k \) and \( A''_k \Gamma \) are subalgebras of \( V^\otimes k \).

Put an equivalence relation \( \sim \) on \( \{ \phi : [k] \rightarrow [n] \} \) by declaring that \( \phi \sim \psi \) if and only if for each \( x = \sum_{\phi : [k] \rightarrow [n]} x_\phi e_\phi \in A''_k \) we have \( x_\phi = x_\psi \). Let \( E_1, \ldots, E_t \) be the equivalence classes of this relation. Note that \( \sum_{\phi : [k] \rightarrow [n]} e_\phi \in A''_k \), as it is the image of the disjoint union of \( k \) labelled vertices. Then

\[
\Phi_i := \sum_{\phi \in E_i} e_\phi \in A''_k \quad \text{for } i = 1, \ldots, t.
\]
To see (2) let $z = \sum_{i=1}^{t} z_i \Phi_i \in A''_k$ be such that the number of distinct coefficients $z_i$ is maximal. Then all the $z_i$ are distinct. For this were not true then without loss of generality $z_1 = z_2$. By definition of the equivalence relation $\sim$, there exists $y = \sum_{i=1}^{t} y_i \Phi_i$ such that $y_1 \neq y_2$. Now pick a nonzero $\lambda$ with the property that $\lambda z_j + y_i \neq \lambda z_j + y_j$ for all $i,j$ such that $z_i \neq z_j$. Then $\lambda z + y$ contains more distinct coefficients than $z$, which is a contradiction. Now choose interpolating polynomials $q_i$ such that $q_i(z_j) = \delta_{i,j}$, cf. [6, Lemma 2.9]. Then since $A''_k$ is an algebra we have $q_i(z) = \Phi_i \in A''_k$, proving (2).

By Lemma 2.4 from [10] we know that the $E_i$ are precisely the orbits of $\Gamma$ acting on $\{ \phi : [k] \to [n] \}$. From this we conclude that $A''_k = A''$, which establishes the second statement of the theorem.

As for the first statement, we clearly have that $(\ker p_{a,B}) \cap F_k \subseteq I(p_{a,B})$. To see the reverse inclusion, consider the unique bilinear form on $V^{\otimes k}$ defined for $\phi, \psi : [k] \to [n]$ by $(\phi, \psi) := \delta_{\phi, \psi}$. Then $(p_{a,B}(F_1), p_{a,B}(F_2)) = \text{hom}(F_1 \cdot F_2, G)$ for $F_1, F_2 \in G_k$. Now let $x \in I(p_{a,B})$ and suppose that $x \notin (\ker p_{a,B}) \cap F_k$. Then, since the form $(\cdot, \cdot)$ is nondegenerate on $V^{\otimes k}$, there exists $v \in V^{\otimes k}$ such that $(p_{a,B}(x), v) = 1$. As $p_{a,B}(x) \in A'_k = A''_k$, we know that $p_{a,B}(x)$ is invariant under $\Gamma$. So we have

$$1 = (p_{a,B}(x), v) = \frac{1}{|\Gamma|} \sum_{\gamma \in \Gamma} (\gamma p_{a,B}(x), v) = (p_{a,B}(x), 1) \sum_{\gamma \in \Gamma} \gamma v). \quad (3)$$

Now $\frac{1}{|\Gamma|} \sum_{\gamma \in \Gamma} \gamma v \in A'_k = A''_k$. Thus there exists $y \in \mathbb{F} G_k$ such that $v = p_{a,B}(y)$.

Writing $y = \sum_{i=1}^{t} y_i \Phi_i$ for certain $\Phi_i \in G_k$ and $\Phi_i \in \mathbb{F}$, we now have that $(p_{a,B}(x), p_{a,B}(y)) = \sum_{i=1}^{t} y_i \text{hom}(x \cdot F_i, G) = 0$, contradicting (3). This finishes the proof.

We now collect some important consequences of this result.

**Lemma 2.2.** Suppose that $G := G(a, B)$ is twin-free and $\sum_{i=1}^{n} a_i \neq 0$. Then $h(F_1, G) h(F_2, G) = h(F_1 \cdot F_2, G)$ for all $F_1, F_2 \in G_1$ if and only if $\Gamma := \Gamma(a, B)$ acts transitively on $G$.

**Proof.** We first prove that if $h(\cdot, G)$ is multiplicative over the the product of elements of $G_1$ then the automorphism group of $G$ must act transitively. Let $F_1, F_2 \in G_1$ and let $F = F_1 \cdot F_2$. Let $\bullet \in G_1$ denote the graph with one vertex and no edges. Note first that $c(F) = c(F_1) + c(F_2) - 1$. By assumption $h(F, G) = h(F_1, G) h(F_2, G)$, so $(\sum_{i=1}^{n} a_i) h(F, G) = h(F_1, G) h(F_2, G)$ and if $h(F_1, G) = 0$, then $F_1 \in I(p_{a,B})_1$ as $p_{a,B}$ acts as $h(\cdot, G)$ when the labels on the vertices are forgotten. We have $\text{hom}(\bullet, G) \neq 0$ and $\bullet \cdot \bullet = \bullet$, so that $\bullet \notin I(p_{a,B})_1$ and $\text{dim}(\mathbb{F} G_1 / I(p_{a,B})_1) \geq 1$. Writing $F_1$ as

$$F_1 = \left[ F_1 - \frac{\text{hom}(F_1, G)}{\text{hom}(\bullet, G)} \bullet \right] + \frac{\text{hom}(F_1, G)}{\text{hom}(\bullet, G)} \bullet$$

---

1Even though Lovász [10] works over $\mathbb{R}$ and assumes $a_i > 0$ for all $i$, it is easy to check that the proof of his Lemma 2.4 remains valid in our setting.
(a sum of an element in \( I(p_{a,B})_1 \) and a scalar multiple of \( \bullet \)), we conclude that \( \dim(\mathbb{P}\mathbb{G}_1/I(p_{a,B})_1) = 1 \). Hence by Theorem 2.1 the space \( V^\Gamma \) is one-dimensional, which implies that \( \Gamma \) acts transitively on \( G \).

Conversely, suppose that \( \Gamma \) acts transitively on \( G \). For each homomorphism \( F_1 \cdot F_2 \rightarrow G \) there are \( n \) distinct homomorphisms from the disjoint union of \( F_1 \) and \( F_2 \) to \( G \); the image of the labelled vertex of \( F_1 \) is the same as that of \( F_1 \cdot F_2 \), leaving \( n \) choices still for the labelled vertex of \( F_2 \) using the transitive action of \( \Gamma \). (Note that we did not use the assumption that \( G \) is twin-free here.) \( \square \)

For \( F \in \mathcal{G}_2 \) define \( F^T \) to be the 2-labelled graph arising from \( F \) by switching its labels and extend this operation linearly to \( \mathbb{P}\mathcal{G}_2 \).

**Lemma 2.3.** Suppose that \( G := G(a,B) \) is twin-free and \( \sum_{i=1}^n a_i \neq 0 \). Then \( h(F_1 \cdot F_2,G) = h(F_1^T \cdot F_2,G) \) for all \( F_1, F_2 \in \mathcal{G}_2 \) if and only if \( \Gamma := \Gamma(a,B) \) acts generously transitively on \( G \).

**Proof.** Define a transposition on \( V^{\otimes 2} \) by \( (e_i \otimes e_j)^T := e_j \otimes e_i \) and extending this linearly to \( V^{\otimes 2} \).

Let us begin with the assumption that \( \text{hom}(F_1 \cdot F_2,G) = \text{hom}(F_1^T \cdot F_2,G) \) for all \( F_1, F_2 \in \mathcal{G}_2 \). So \( F_1 - F_1^T \in I(p_{a,B})_2 \) for each \( F_1 \in \mathcal{G}_2 \). By Theorem 2.1 this implies that \( p_{a,B}(F_1) = p_{a,B}(F_1^T) = p_{a,B}(F_1)^T \) for each \( F_1 \in \mathbb{P}\mathcal{G}_2 \). Also, by Theorem 2.1, the image of \( p_{a,B} \) is equal to \( (V^{\otimes 2})^\Gamma \).

Now fix \( i, j \in [n] \) and consider \( v := \sum_{\gamma \in \Gamma} \gamma(e_i) \otimes \gamma(e_j) \), the \( \Gamma \)-orbit of \( e_i \otimes e_j \). Then \( v \) is clearly invariant under \( \Gamma \) and hence there exists \( F \in \mathbb{P}\mathcal{G}_2 \) such that \( p_{a,B}(F) = v = v^T = p_{a,B}(F^T) \), which implies that \( e_j \otimes e_i = \gamma(e_i) \otimes \gamma(e_j) \) for some \( \gamma \in \Gamma \). This exactly means that \( \Gamma \) acts generously transitively on \( G \).

Conversely, if \( \Gamma \) acts generously transitively on \( G \), this implies that \( e_i \otimes e_j \) and \( e_j \otimes e_i \) are in the same \( \Gamma \)-orbit for each \( i, j \in [n] \). From this it follows that \( v^T = v \) for all \( v \in (V^{\otimes 2})^\Gamma \) hence for each \( F_1 \in \mathcal{G}_2 \) we have that \( F_1 - F_1^T \in I(p_{a,B})_2 \). In other words, \( \text{hom}(F_1 \cdot F_2,G) = \text{hom}(F_1^T \cdot F_2,G) \) for all \( F_2 \in \mathcal{G}_2 \). \( \square \)

## 3 Proof of Theorem 1.2

We need a result about automorphism groups of graphs with twins before giving our proof.

Recall that for a weighted graph \( G(a,B) \) on \([n]\), vertices \( i, j \in [n] \) are twins if the \( i \)th row and \( j \)th row of \( B \) are the same (regardless of the values \( a_i \) and \( a_j \)). This defines an equivalence relation on \([n]\). Let \( C_1, \ldots, C_m \) be the equivalence classes. Define a weighted graph \( G(a',B') \) on \([m]\) by letting \( a'_i := \sum_{j \in C_i} a_j \) for \( i \in [m] \) and in which \( B' \) is obtained from \( B \) by removing all but one of the rows and columns indexed by \( C_i \), for each \( i \in [m] \). (In case \( a'_i = 0 \) for some \( i \) we just remove \( i \) from \([m]\) and also the corresponding row and column from \( B' \).) We shall call \( G(a',B') \) the twin-reduced graph. It is not difficult to see that \( \text{hom}(F,G(a,B)) = \text{hom}(F,G(a',B')) \) for all graphs \( F \), cf. [10]. We denote by \( \mathbf{1} \) the vector in \( \mathbb{N}^n \) with each entry equal to \( 1 \) (for any \( n \)).
Lemma 3.1. Let $G := G(1, B)$ be a weighted graph with twin-reduced graph $G' := G(a', B')$. Then $\Gamma := \Gamma(1, B)$ acts (generously) transitively on $G(1, B)$ if and only if $\Gamma' := \Gamma(a', B')$ acts (generously) transitively on $G(a', B')$.

Proof. If $\Gamma'$ acts transitively on $G'$ then $a'$ is equal to $m1$ for some $m \in \mathbb{N}$. So all equivalence classes of $G$ are of equal size and permuting these classes using $\Gamma'$ yields an automorphism of $G$. Since permuting elements inside an equivalence class is an automorphism of $G$, this implies that if $\Gamma'$ acts (generously) transitively on $G'$ then so does $\Gamma$ on $G$.

Conversely, suppose that $\Gamma$ acts (generously) transitively on $G$. Then $\Gamma$ preserves the equivalence relation, i.e., if $i$ and $j$ are twins and $\gamma \in \Gamma$, then $\gamma(i)$ and $\gamma(j)$ are twins. Indeed, for each $k \in [n]$, $B_{i,k} = B_{j,k} = B_{\gamma(i),\gamma(k)} = B_{\gamma(j),\gamma(k)}$ and by transitivity $\{\gamma(k) \mid k \in [n]\} = [n]$. From this it follows that $\Gamma'$ acts (generously) transitively on $G'$, finishing the proof. \[ \square \]

We are now able to give a proof of Theorem 1.2

Proof of Theorem 1.2. Let $G := G(1, B)$ be a weighted graph such that $h(\cdot, G)$ defines a cycle matroid invariant. We need to show that $\Gamma := \Gamma(1, B)$ acts generously transitively on $G$. By Lemma 3.1 we may assume that $G$ is twin-free. For $F_1, F_2 \in G_2$, the edges of $F_1 \cdot F_2$ are in one-to-one correspondence with the edges of $F_1^T \cdot F_2$ such that circuits are maintained. Hence the cycle matroids of $F_1 \cdot F_2$ and $F_1^T \cdot F_2$ are isomorphic. By the assumption that $h(\cdot, G)$ is a cycle matroid invariant, this implies that $h(F_1 \cdot F_2, G) = h(F_1^T \cdot F_2, G)$. As this holds for all $F_1, F_2 \in G_2$, Lemma 2.3 implies that $\Gamma$ acts generously transitively on $G$.

For the converse we follow the line of proof given for Proposition 7 in [9]. Suppose that $\Gamma := \Gamma(1, G)$ acts generously transitively on $G := G(1, B)$. Again we may assume that $G$ is twin-free. Let us denote the cycle matroid of a graph $F$ by $M(F)$. Whitney’s 2-isomorphism theorem [16] characterizes when two graphs $F, F'$ have the same cycle matroid in terms of the following three operations:

(i) for $F_1, F_2 \in G_2$, the operation of transforming $F_1 \cdot F_2$ into $F_1^T \cdot F_2$ (this operation is known as a Whitney flip);

(ii) for $F_1, F_2 \in G_1$, the operation of transforming the disjoint union of $F_1$ and $F_2$ into $F_1 \cdot F_2$;

(iii) for $F_1, F_2 \in G_1$ the operation of transforming of $F_1 \cdot F_2$ into the disjoint union of $F_1$ and $F_2$.

Then Whitney’s 2-isomorphism theorem states that $M(F) \cong M(F')$ if and only if $F$ can be obtained from $F'$ by applying a sequence of the three operations above. Whitney’s result together with Lemmas 2.2 and 2.3 clearly imply that if $M(F) = M(F')$ then $h(F, G) = h(F', G)$ when $G$ has a generously transitive automorphism group. \[ \square \]
4 Concluding remarks

We have used the term *cycle matroid invariant* for a graph invariant whose value on a graph $F$ depends only on the cycle matroid of $F$. This is in order to avoid the confusion of a graph invariant which is an invariant of the underlying cycle matroid with the more widely defined matroid invariant of which it is the restriction to graphic matroids. Indeed, for a given cycle matroid invariant it is not always known to which matroid invariant it extends. For example, on page 608 of [9] the question is left open of identifying the matroid invariant that restricted to graphic matroids gives the cycle matroid invariant obtained by counting homomorphisms from a graph $F$ to a generalized Johnson graph or Grassmann graph.

We elaborate this remark in the context of Cayley graphs. Let $A$ be an abelian group and $B$ a subset of $A$ such that $-B = B$. Let $\text{Cayley}(A,B)$ denote the associated Cayley graph in which vertices $u$ and $v$ are joined by an edge when $v - u \in B$. The graph $\text{Cayley}(A,B)$ has a generously transitive automorphism group (in additive notation, the graph automorphism $x \mapsto u + v - x$ swaps vertices $u$ and $v$). By Theorem 1.2 it follows that the number of $B$-tensions of a graph $F$ is an invariant of the cycle matroid of $F$, as also shown in [9, Proposition 6]. (An $A$-tension of a graph $F$ with a fixed orientation of its edges is a function $E(F) \rightarrow A$ with the property that the sum of values on forward edges when traversing a circuit is equal to the sum of values on backward edges. A $B$-tension of $F$ is an $A$-tension that takes values only in $B$.) A $B$-tension of a graph $F$ is defined in terms of the oriented cycle matroid of $F$, in which circuits are signed according to edge orientations in a fixed but arbitrary orientation of $F$. The number of $B$-tensions is in this case properly a cycle matroid invariant. By using the definition of signed circuits in an oriented matroid, $B$-tensions can be defined more generally for orientable matroids.

For example, the graph $\text{Cayley}(\mathbb{Z}_n, \mathbb{Z}_n \setminus \{0\})$ is isomorphic to $K_n$ and $\mathbb{Z}_n \setminus \{0\}$-tensions of $F$ are nowhere-zero $\mathbb{Z}_n$-tensions, to each of which correspond $n^{r(F)}$ proper vertex $n$-colourings of $F$. Our graph invariant $h(\cdot, G)$ here for $G = K_n$ is given by $h(F, K_n) = (-1)^{r(F)}T(F; n - 1, 0)$. However, it is not the case for an oriented matroid $F$ in general that $(-1)^{r(F)}T(F; n - 1, 0)$ equals the number of nowhere-zero $\mathbb{Z}_n$-tensions of $F$: it is only on the class of graphic matroids that the matroid invariant $(-1)^{r(F)}T(F; n - 1, 0)$ has this interpretation. Therefore the cycle matroid invariant $h(F, K_n)$ defined for graphs $F$ can be extended in two ways to a larger class of matroids: to the class of all matroids by setting $h(F, K_n) = (-1)^{r(F)}T(F; n - 1, 0)$, or to the class of orientable matroids $F$ (together with an orientation class – see observation (5) at the end of [8]) by setting $h(F; K_n)$ equal to the number of nowhere-zero $\mathbb{Z}_n$-tensions of $F$ (with an orientation chosen arbitrarily from the given orientation class of $F$).

Another reason thus emerges for using the term *cycle matroid invariant* rather than matroid invariant for a graph invariant that depends only on the underlying cycle matroid: the definition of a given invariant for graphs may not
extend to all finite matroids, as it may depend on some extra structure attached to graphic matroids (such as an orientation) even though for graphic matroids its value may be independent of this additional structure (as for nowhere-zero tensions).

In other words, we have seen how a cycle matroid invariant may also be the restriction of an oriented matroid invariant (which has the property that it is a matroid invariant when restricted to graphic matroids), as well as being the restriction of a matroid invariant (different from the oriented matroid invariant).
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